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PsyQA:Question
3

● Chinese dataset of Psychological health support in the form 
of Question-Answer pair



● Task
○ Assign a strategy label to each sentence in a long answer

● Implement method
○ RoBERTa

●  Data Preparation
○ Dataset

■ Annotated part of PsyQA 
○ Randomly split them into train (80%), dev (10%) and test (10%) sets. 

Strategy Identification
4



● Input
○ question SQ (question sentences)
○ description SD (description sentences)
○ keyword set K (composed by at most 4 keywords)

● Output 
○ a long counseling text consisting of multiple sentences that could give 

helpful comforts and advice mimicking a mental health counselor

Task
5



● Data
○ 50K articles related to psychology and mental health support from Yixinli

● Model
○ GPT-2 (Generative Pre-Training)

Model Pretraining
6
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GPT-2 generate



Models
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Source
11

● Attention Is All You Need (Times Cited 49340)
○ https://arxiv.org/pdf/1706.03762.pdf

https://arxiv.org/pdf/1706.03762.pdf


● Propose a new seq2seq model with multi-headed self-attention
● Apply to machine translation and other tasks

Transformer
12

https://jalammar.github.io/illustrated-transformer/



CNN-based
13

RNN https://medium.com/deeplearningbrasilia/deep-learning-recurrent-neural-networks-f9482a24d010
CNN https://chiranthancv95.medium.com/convolutional-sequence-to-sequence-learning-in-nlp-8ec25072de19

● Disadvantages
○ hard to parallel
○ historical information loss

● Disadvantages
○ Requires many layers to read longer 

sentences

RNN-based
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RNN https://medium.com/deeplearningbrasilia/deep-learning-recurrent-neural-networks-f9482a24d010
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CNN-based
15

RNN https://medium.com/deeplearningbrasilia/deep-learning-recurrent-neural-networks-f9482a24d010
CNN https://chiranthancv95.medium.com/convolutional-sequence-to-sequence-learning-in-nlp-8ec25072de19

● Disadvantages
○ Requires many layers to read longer 

sentences



Transformer
16

● Sequence transduction model based entirely on attention
● low complexity
● Parallelization
● High quality of translation after being trained for a little time



● Any task where input sequences are transformed into output 
sequences

● Practical example
○ speech recognition, text-to-speech, machine translation, protein secondary 

structure prediction…
● Not so practical

○ Turing machines, human intelligence…
● Want a single framework able to handle as many kinds of 

sequence as possible

(additional Info.)Sequence Transduction
17

https://blog.51cto.com/lawsonabs/3061653



Model Architecture
18

● Encoder Input 
● Decoder Output



Model Architecture
19

● Encoder Input 
● Decoder Output

Encoders

Decoders



Encoders

Model Architecture
20

● Encoder Input 
○ maps an input sequence of symbol 

representations(x1, ..., xn) 
○ to a sequence of continuous 

representations z = (z1, ..., zn)
● Decoder Output

(x1, ..., xn)

Decoders

z = (z1, ..., zn)



Model Architecture
21

● Encoder Input 
● Decoder Output

○ generates an output sequence of 
symbols (y1, ..., ym) one element at a 
time

Decoders

sequence of symbols(y1, ..., ym)

Encoders

z = (z1, ..., zn)



Encoder
22

● layer N
● Sub-layers

○ Multi-Head Attention
○ Feed Forward
○

● output of each sub-layer
○ LayerNorm(x + Sublayer(x))

● Positional Encoding

Decoders



Decoder
23

● layer N
● Sub-layers

○ Multi-Head Attention
○ Feed Forward
○ Masked Multi-Head Attention

● output of each sub-layer
○ LayerNorm(x + Sublayer(x))

● Positional Encoding
● Linear
● Softmax

Encoders



Multi-Head Attention
24



Self-attention
25

https://youtu.be/ugWDIIOHtPA

● Consider the whole sequence



Attention visualization
26



Attention visualization
27



Attention visualization
28



Self-attention
29

https://youtu.be/ugWDIIOHtPA



Scaled Dot-Product Attention
30

https://youtu.be/ugWDIIOHtPA

● Problem
○ large values of dk, the dot products grow large in magnitude

● queries and keys = dk
● values = dv
● dk =  dv 
● Solution

○ scale the dot products by



Masked self-attention
31

https://towardsdatascience.com/understanding-transformers-the-data-science-way-e4670a4ee076
https://jalammar.github.io/images/gpt2/self-attention-and-masked-self-attention.png

attention 
Mask



Self-attention
32

https://youtu.be/ugWDIIOHtPA

attention score 
/ weight



Self-attention
33

https://youtu.be/ugWDIIOHtPA

weighted sum



Multi-head Attention
34



Multi-head Attention
35

http://jalammar.github.io/illustrated-bert/



Attention visualization
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http://jalammar.github.io/illustrated-bert/



Attention visualization
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http://jalammar.github.io/illustrated-bert/



Attention visualization
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http://jalammar.github.io/illustrated-bert/



Attention visualization
39

http://jalammar.github.io/illustrated-bert/



Feed Forward
40

● Fully connected feed-forward network



● To extract the required information

Feed Forward
41

https://zhuanlan.zhihu.com/p/47510705



● LayerNorm(x + Sublayer(x))
● Add

○ Residual Connection
○ x + Sublayer(x)

● Norm
○ Layer Normaliztion

Add & Norm
42



Residual Connection
43

https://arxiv.org/pdf/1512.03385.pdf

● Degradation problem



● LayerNorm(x + Sublayer(x))
● Add

○ Residual Connection
○ x + Sublayer(x)

● Norm
○ Layer Normaliztion

Add & Norm
44



Layer Normaliztion
45

https://www.kaggle.com/code/halflingwizard/how-does-layer-normalization-work/notebook

Transformer use this



Layer Normaliztion
46

https://www.kaggle.com/code/halflingwizard/how-does-layer-normalization-work/notebook

1. This is a book
2. To be or not to be
3. Yummy

To 0.31 0.18

be 0.45 0.44

or 0.78 0.15

not 0.13 0.72

to 0.31 0.18

be 0.45 0.44

This 0.51 0.36

is 0.25 0.44

a 0.88 0.96

book 0.13 0.27



Batch Normaliztion
47

https://www.kaggle.com/code/halflingwizard/how-does-layer-normalization-work/notebook

1. This is a book
2. To be or not to be
3. Yummy

Yummy 0.38 0.11 To 0.31 0.18

be 0.45 0.44

or 0.78 0.15

not 0.13 0.72

to 0.31 0.18

be 0.45 0.44

This 0.51 0.36

is 0.25 0.44

a 0.88 0.96

book 0.13 0.27



Positional Encoding
48

● Lack of positional information



Positional Encoding
49

https://towardsdatascience.com/understanding-transformers-the-data-science-way-e4670a4ee076



Positional Encoding
50

https://towardsdatascience.com/understanding-transformers-the-data-science-way-e4670a4ee076



(additional Info.)

Positional Emb. visualization
51

https://data-science-blog.com/blog/2021/04/22/positional-encoding-residual-connections-padding-masks-all-th
e-details-of-transformer-model/
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Source
53

● GPT
○ Improving Language Understanding by Generative Pre-Training
○ https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_underst

anding_paper.pdf

● GPT-2
○ Language Models are Unsupervised Multitask Learners
○ https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_lea

rners.pdf

● GPT-3
○ Language Models are Few-Shot Learners
○ https://arxiv.org/pdf/2005.14165.pdf

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/pdf/2005.14165.pdf


● Problem
○ Large unlabeled text corpora are abundant, labeled data 

for learning these specific tasks is scarce
● Goal

○ Realize generative pre-training of a language model on a 
diverse corpus of unlabeled text

○ Discriminative fine-tuning on each specific task
● Approach

○ Semi-supervised approach for language understanding 
tasks

■ unsupervised pre-training 
■ supervised fine-tuning.

○ Transformer decoder architecture

GPT
54



1. Unsupervised pre-training
2. Supervised fine-tuning
3. Task-specific input transformations

Training task
○ predict next word

Framework
55

6X



● Unsupervised corpus of tokens u= {u1, . . . , un}

● Maximize the likelihood of L1(u)

1. Unsupervised pre-training
56

k : context window size



● Context vector of tokens U = (u−k, . . . , u−1)

● Number of layers n
● Token embedding matrix We
● Position embedding matrix Wp

1. Unsupervised pre-training
57



● Adapt the parameters to the supervised target task

● Final transformer block’s activation hm
l

● Parameters Wy
● Sequence of input tokens x1, . . . , xm

● Label y

2. Supervised fine-tuning
58



● Maximize the likelihood of L2(c) 

2. Supervised fine-tuning
59



● Optimize L3(c)
● Weight λ

2. Supervised fine-tuning
60



3. Task-specific input transformations
61



● Fine-tune model as described in Supervised fine-tuning

Text classification
62



● Premise p and hypothesis h token sequences, with a delimiter 
token ($) in between

Textual entailment
63

https://paperswithcode.com/task/natural-language-inference



● No inherent ordering of the two sentences
● Independently to produce two sequence representations hm

l 
● Add two hm

l element-wise 

Similarity
64

https://nlp.town/blog/sentence-similarity/



● [z; q; $; ak]
○ Context document z
○ Question q
○ Set of possible answers {ak}

● Sequences are processed independently 
● Output a distribution over possible answers

Question Answering & 
Commonsense Reasoning

65

softmax



PsyQA:Question
66

● Chinese dataset of Psychological health support in the form 
of Question-Answer pair
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Source
68

● BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding

○ https://arxiv.org/pdf/1810.04805.pdf

https://arxiv.org/pdf/1810.04805.pdf


69

https://www.youtube.com/watch?v=1_gRK9EIQpchttps://www.researchgate.net/figure/The-Pre-trained-language-model-family_fig4_342684048
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https://www.youtube.com/watch?v=UYPa347-DdE
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https://www.youtube.com/watch?v=UYPa347-DdE



● Problem
○ Standard LM are unidirectional, missing context from both 

directions
○ RNN-based models hard to parallel

● Goal
○ Improve the fine-tuning based approaches(e.g. GPT)

● Approach
○ Semi-supervised

■ unsupervised pre-training 
■ supervised fine-tuning

○ Transformer encoder architecture

BERT
72



● Multi-layer bidirectional Transformer encoder
● BERTBASE 

○ L=12, H=768,   A=12, Total Parameters=110M
● BERTLARGE 

○ L=24, H=1024, A=16, Total Parameters=340M

Model Architecture
73



1. Unsupervised Pre-Training 
a. Model is trained on unlabeled data over 

different pre-training tasks

Framework
74

2. Supervised Fine-Tuning
a. Initialized with the pre-trained 

parameters
b. All of the parameters are fine-tuned 

using labeled data from the 
downstream tasks



● Sequence
○ single sentence
○ a pair of sentences(e.g.〈 Question, Answeri〉)

● Special token
○ [CLS] Classification token at the first of every sequence
○ [SEP] Separate token to separate sentence A and sentence B

Input
75



● Sum token, segment, position embeddings
○ Token Embedding 

■  WordPiece embeddings with a 30,000 token vocabulary
○ Segment Embedding

■ Learned embeddings belong to sentence A or sentence B
○ Position Embedding

■ Learned positional embedding

Input
76



WordPiece embeddings
77

https://www.youtube.com/watch?time_continue=821&v=zJW57aCBCTk&feature=emb_title



1. Unsupervised Pre-Training 
a. Model is trained on unlabeled data over 

different pre-training tasks

Framework
78

2. Supervised Fine-Tuning
a. Initialized with the pre-trained 

parameters
b. All of the parameters are fine-tuned 

using labeled data from the 
downstream tasks



● Corpus
○ BooksCorpus、English Wikipedia

● Task #1: Masked LM (MLM)
● Task #2: Next sentence prediction (NSP)

1. Unsupervised Pre-Training
79



● Train a deep bidirectional representation
● Mask 15% of all WordPiece tokens in each sequence at 

random for prediction
● [MASK] token does not appear during fine-tuning

○ Replace the token with
■ [MASK] token 80% of the time

my dog is hairy → my dog is [MASK]
■ a random token 10% of the time

my dog is hairy → my dog is apple
■ the unchanged i-th token 10% of the time

my dog is hairy → my dog is hairy

#1 Masked Language Models (MLM)
80

https://www.youtube.com/watch?v=UYPa347-DdE



● Understands sentence relationships
● 50% of the time IsNext

○ B is the actual next sentence that follows A
● 50% of the time NotNext

○ a random sentence from the corpus

#2 Next sentence prediction(NSP)
81

https://www.youtube.com/watch?v=UYPa347-DdE



1. Unsupervised Pre-Training 
a. Model is trained on unlabeled data over 

different pre-training tasks

Framework
82

2. Supervised Fine-Tuning
a. Initialized with the pre-trained 

parameters
b. All of the parameters are fine-tuned 

using labeled data from the 
downstream tasks



2. Supervised Fine-Tuning
83



● Input
○ two sentences

● Output
○ class

● Example
○ Natural Language Inference

(a)Sentence Pair Classification 
Tasks

84

https://www.youtube.com/watch?v=UYPa347-DdE



● Input
○ single sentence

● Output
○ class

● Example
○ Sentiment analysis
○ Document Classification

(b)Single Sentence Classification Tasks
85

https://www.youtube.com/watch?v=UYPa347-DdE



● Input
○ two sentences

● Output
○ two integers (𝑠, 𝑒)

● Example
○ QA

(c)Question Answering Tasks
86

https://www.youtube.com/watch?v=UYPa347-DdE



(c)Question Answering Tasks
87

https://www.youtube.com/watch?v=UYPa347-DdE



● Input
○ single sentence

● Output
○ class of each word

● Example
○ Slot filling

(d)Single Sentence Tagging Tasks
88

https://www.youtube.com/watch?v=UYPa347-DdE



89

Transformer
2017/06

BERT
2018/10

GPT
2018/06

GPT-2
2019/02

GPT-3
2020/05

RoBERTa
2019/07

Attention Is All You Need

Improving Language Understanding 
by Generative Pre-Training

Language Models are 
Unsupervised Multitask Learners

Language Models are Few-Shot Learners

Pre-training of Deep Bidirectional 
Transformers for Language Understanding

RoBERTa: A Robustly Optimized 
BERT Pretraining Approach

2.0

3.0

49K

3.7K

46K 4.1K

3.5K 4.9K

https://www.youtube.com/watch?v=nzqlFIcCSWQ



BERT GLUE Test results
90

● GLUE 
○ A Multi-Task Benchmark and Analysis Platform for Natural Language 

Understanding

2.0



(additional Info.)GLUE Tasks
91

2.0

https://openreview.net/pdf?id=rJ4km2R5t7



● Training on a million dataset, WebText
○ 40 GB of text

● More parameters and layers than ever
● Perform down-stream tasks in a zero-shot setting, without any 

parameter or archi-tecture modification
○ Reading Comprehension
○ Summarization
○ Translation

GPT -2 Characteristic
92

2.0

https://www.youtube.com/watch?list=PLJV_el3uVTsOK_ZK5L0Iv_EQoL1JefRL4&t=2967&v=UYPa347-DdE&feature=youtu.be



Model sizes
93

2.0

https://jalammar.github.io/illustrated-gpt2/

1.0

Large



Zero-shot results on many datasets
94

SOTA state-of-the-art

2.0



(additional Info.)Datasets task
95

● Evaluation of models for sequence labelling.
○ Penn Treebank (PTB)

● Measure long-term dependencies
○ LAMBADA
○ WikiText-2
○ WikiText-103

● Measure how well language models can exploit wider linguistic 
context
○ CBT
○ NE - answers to the questions are named entities
○ CN - answers to the questions are common nouns

● Measure the model's ability to compress data
○ enWik8
○ Text8

● Measuring progress in statistical language modeling
○ 1BW

2.0

https://paperswithcode.com/dataset/penn-treebank
https://paperswithcode.com/dataset/wikitext-2
https://paperswithcode.com/dataset/wikitext-103
https://huggingface.co/datasets/cbt


● Reading Comprehension 
○ 𝑑1, 𝑑2, ⋯ , 𝑑𝑁,”Q:”, 𝑞1, 𝑞2, ⋯ , 𝑞𝑁,“A:”

● Summarization
○ 𝑑1, 𝑑2, ⋯ , 𝑑𝑁,”TL;DR:”

● Translation
○ English sentence 1 = French sentence 1
○ English sentence 2 = French sentence 2
○ English sentence 3 = ?

Zero-shot task performance on NLP tasks
96

2.0



● Reading Comprehension 
○ 𝑑1, 𝑑2, ⋯ , 𝑑𝑁,”Q:”, 𝑞1, 𝑞2, ⋯ , 𝑞𝑁,“A:”

● Summarization
○ 𝑑1, 𝑑2, ⋯ , 𝑑𝑁,”TL;DR:”

● Translation
○ English sentence 1 = French sentence 1
○ English sentence 2 = French sentence 2
○ English sentence 3 = ?

Zero-shot task performance on NLP tasks
97

2.0
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● 175 billion parameters
● Applied without any gradient updates or fine-tuning
● In-context learning

GPT-3 Characteristic
99

3.0



Model size
100

3.0

https://www.youtube.com/watch?v=DOG1L9lvsDY



(additional Info.) Model size
101

3.0



● 175 billion parameters
● Applied without any gradient updates or fine-tuning
● In-context learning

○ Using the text input of a pretrained language model as a form of task 
specification

■ the model is conditioned on a natural language instruction and/or a few 
demonstrations of the task 

■ and is then expected to complete further instances of the task simply by 
predicting what comes next

GPT-3 Characteristic
102

3.0



In-context learning
103

3.0



● Common Crawl dataset
a. constituting nearly a trillion words.
b. low-quality

● Data clean
a. Filtered a version of CommonCrawl based on similarity to a range of 

high-quality reference corpora(WebText)
b. Deduplication at the document level
c. Added known high-quality reference corpora

(additional Info.)Training dataset
104

3.0



tasks performance on NLP tasks
105

3.0
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Source
107

● RoBERTa: A Robustly Optimized BERT Pretraining Approach
○ https://arxiv.org/pdf/1907.11692.pdf

https://arxiv.org/pdf/1907.11692.pdf


● Problem
○ BERT was significantly undertrained

● Modifications
○ Training the model longer, with bigger batches,over more data
○ Training on longer sequences
○ Removing the next sentence prediction(NSP) objective
○ Dynamically changing the masking pattern applied to the training data

● Large new dataset (CC-NEWS) 
○ Comparable size to other privately used datasets, to better control for 

training set size effects

RoBERTa
108



1. Training the model longer, with bigger batches,over more 
data

○ BPE vocabulary of size =50K (Wordpiece size =30K)
○ minibatches containing B=8K (B = 256)
○ CC-NEWS(160GB) (16GB)

2. Training on longer sequences
○ sequences of maximum length T=512 tokens (≤ 512 tokens)

Modifications
109



3. Removing the next sentence prediction(NSP) objective
○ FULL-SENTENCES

■ Each input is packed with full sentences sampled contiguously from one or 
more documents

■ Total length is at most 512 tokens
○ DOC-SENTENCES

■ May not cross document boundaries
■ May be shorter than 512 tokens

Modifications
110



● SEGMENT-PAIR+NSP
○ input has a pair of segments, which can each contain multiple natural 

sentence
● SENTENCE-PAIR+NSP

○ Each input contains a pair of natural sentences,
● Conclusion

○ using individual sentences hurts performance on downstream tasks

Modifications
111



4. Dynamically changing the masking pattern applied to the 
training data

○ Static masking (BERT)
■ masking once during data preprocessing

○ Dynamic Masking
■ duplicated 10 times so that each sequence is masked in 10 different ways 

over the 40 epochs of training

Modifications
112

BERTBASE

XLnet



● BOOKCORPUS (16G)
○ Original data used to train BERT

● CC-NEWS (76G)
○ Collected from the English portion of the CommonCrawl News dataset

● OPENWEBTEXT (38G)
○ Open-source recreation of the WebText (GPT)

● STORIES (31G)
○ containing a subset of CommonCrawl data filtered to match the story-like 

style of Winograd schemas
● Total 160G

Large new dataset (CC-NEWS)
113



Conclusion

3

114



● GPT - 2
○ Pretrained Chinese GPT-2 available does not train on any corpus related to 

psychology or mental health support 
○ Train a GPT-2 from scratch based on the corpus.

● RoBERTa
○ The task requires to assign a strategy label to each sentence in a long 

answer

Why PsyQA use these model?
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● Google
○ https://seeklogo.com/vector-logo/268022/google-2015-icon

● Transformer
○ https://www.kindpng.com/imgv/TJoJmbi_transformers-generations-combi

ner-wars-leader-logo-transformers-hd/
● Unicorn

○ https://play.google.com/store/apps/details?id=com.appcraft.unicorn&hl=z
h_TW&gl=CN

● Bert
○ https://www.kindpng.com/imgv/iTxobRi_bert-png-bert-png-cartoon-bert-ses

ame-street/
● RoBERTa

○ https://toughpigs.com/afd-mural-art/

Picture Source
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